SOCN - fast algorithms for dense structured matrices : Homework 2

Problem 1
Let ¢ € {C\ 0}. Consider the matrix

Z,= 1 € VN

1

Determine an explicit expression for the eigendecomposition of Z, = VAV ™! and discuss how one can
efficiently compute the products Vi and V~'z.

Problem 2

Consider the problem of finding the best L2?-approximation of a function through a linear combination of

cosines, i.e.,
clergn (f(ﬂ) - Z Ck cos(k@))
k=1
The entries of the normal equation Ac = b for this problem take on the form
b b
ag = / cos(k) cos(16)d0, by, = / cos(kO) f(6)d6.

a a

Make use of trigonometric identies to show that A € R™*" is the sum of a Toeplitz and a Hankel matrix.

Furthermore, verify that such matrices have low displacement rank for the displacement operator Yy s A —
AY, », where

¢ 1

Yo = 1 +

1 6
What is the displacement rank?

Problem 3

Let A be a square non-singular matrix and suppose that
A G [4 G (Ry] [S1]
Q — A=
P 5l 51l s

where Q = diag(w1, ..., w,) and A = diag(\1,...,A,). By inserting Gauss transforms:

r _ A—1px
le[ I 1 AG}

—FA-1 I]’ = I

at appropriate locations in the above equation, find the corresponding displacement rank equation for the
Schur complement B — FA~1G*.
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Problem 4

Using displacement rank theory and the block matrix
I Ty
1 0
to describe a procedure to multiply two Toeplitz matrices 7175 in © (nz) flops.

Problem 4

Determine an explicit expression for the inverse of

1
aq 1
a9 1

as

1
Ap—1 1

What can be said about the ranks of the lower off-diagonal blocks?




